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The classical filtering problem

Assume that {(Xt ,Yt), t ≥ 0} is given as

Xt = X0 +

∫ t

0
f (s,Xs)ds +

∫ t

0
g(s,Xs)dVs +

∫ t

0
ḡ(s,Xs)dWs ,

Yt =

∫ t

0
h(s,Xs)ds + Wt ,

where Xt takes its values in Rd , Yt in Rm, Vt and Wt are mutually
independent Brownian motions, resp. k and m dimensional. This is
defined on a probability space (Ω,F ,P), equipped with a filtration Ft .
Let Yt := σ{Ys , 0 ≤ s ≤ t}. We wish to “compute” the conditional
law of Xt , given Yt , for all t ≥ 0.
Let

Zt = exp

(∫ t

0
(h(s,Xs), dWs)− 1

2

∫ t

0
|h(s, xs)|2ds

)
,

P̃ defined by
d P̃
dP
|Ft = Zt , Z̃t := Z−1t =

dP
d P̃
|Ft .
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The Zakai equation 1

The so-called Kallianpur–Striebel formula is easy to verify :

E [ϕ(Xt)|Yt ] =
Ẽ
[
Z̃tϕ(Xt)|Yt

]
Ẽ
[
Z̃t |Yt

] .

Under P̃, {Yt , t ≥ 0} is a Brownian motion independent of Vt and

the measure–valued process πt defined by πt(ϕ) := Ẽ
[
Z̃tϕ(Xt)|Yt

]
solves (using summation over repeated indices)

πt(ϕ) = π0(ϕ) +

∫ t

0
πs(Asϕ)ds +

∫ t

0
πs(B j

sϕ)dY j
s ,

where with a = ggT + ḡ ḡT ,

(Asϕ)(x) =
1

2
aij(s, x)∂2xi ,xj (x) + fi (s, x)∂xiϕ(x),

(B j
sϕ)(x) = ḡij(s, x)∂xiϕ(x) + hj(s, x)ϕ(x) .
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The Zakai equation 2

The Zakai equation is easily obtained as follows (with ϕ smooth enough) :

First develop Z̃tϕ(Xt) using Itô’s formula.

Note that
1 For ξt Ft measurable, Ẽ[ξt |Yt+s ] = Ẽ[ξt |Yt ], since Yt is the filtration

of a Brownian motion under P̃.
2 Ẽ[

∫ t

0
Z̃sψ(Xs)ds|Yt ] =

∫ t

0
πs(ψ)ds.

3 Ẽ[
∫ t

0
Z̃sψ(Xs)dY j

s |Yt ] =
∫ t

0
πs(ψ)dY j

s .

4 Ẽ[
∫ t

0
Z̃sψ(Xs)dVs |Yt ] = 0.
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1 For ξt Ft measurable, Ẽ[ξt |Yt+s ] = Ẽ[ξt |Yt ], since Yt is the filtration

of a Brownian motion under P̃.
2 Ẽ[
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The Zakai equation 3

πt is called the “unnormalized conditional law of Xt , given Yt”. Indeed

E[ϕ(Xt)|Yt ] =
πt(ϕ)

πt(1)
(see the K–S formula)

With a smooth enough test function u(t, x), the Zakai equation
becomes

πt(ut) = π0(u0) +

∫ t

0
πs(∂sus + Asus)ds +

∫ t

0
πs(B j

sus)dY j
s ,

Question : is the “unnormalized conditional distribution” πt the
unique solution of the Zakai equation ?
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Uniqueness of the Zakai equation 0

Given r ∈ L∞(0,T ;Rm), we consider the complex valued process

θt = exp

(
i

∫ t

0
(rs , dYs) +

1

2

∫ t

0
|rs |2ds

)
,

so that θt = 1 + i
∫ t
0 θs(rs , dYs).

Consider the set of r.v.’s ST = {θT , r ∈ L∞(0,T ;Rm)}. If
X ∈ L1(Ω,YT , P̃) is such that Ẽ[θTX ] = 0 for all θT ∈ ST , then
X = 0 a.s.
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Uniqueness of the Zakai equation 1

From Itô’s formula,

θtπt(ut) = π0(u0) +

∫ t

0
θsπs(∂sus + Asus + ir jsB

j
sus)ds

+

∫ t

0
θs [πs(B j

sus) + r jsπs(us)]dY j
s

If

∂tut + Atut + ir jtB
j
tut = 0, 0 ≤ t ≤ T ,

uT = ϕ and

Ẽ

√∫ T

0
θ2t [πt(B

j
tut) + r jtπt(ut)]2dt

 <∞, 1 ≤ j ≤ m, (∗)

then θtπt(ut)) is a P̃ martingale, and Ẽ[θTπT (ϕ)] = π0(u0).
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Uniqueness of the Zakai equation 2

Suppose that for any T > 0, r ∈ L∞(0,T ;Rm) and ϕ in a dense
subset of Cb(Rd), the above backward parabolic PDE has a smooth
enough solution which satisfies (∗). Then we have uniqueness of the
solution of the Zakai equation in the space of measure valued
processes satisfying some condition to insure (∗).

If all coefficients are bounded, as well as the solution of the backward
PDE and its first order derivatives, then we have uniqueness in the set
of measure valued processes satisfying E[sup0≤t≤T πt(1)] <∞.

Such a result has been obtained by A. Bensoussan in his book
Stochastic Control of Partially Observable Systems with no ellipticity
assumption, allowing the coefficients f and h to have linear growth,
provided a, f and h have bounded derivatives of order 1 and 2 w.r.t.
the spatial variables.

This uniqueness result is obtained via a duality argument (well–known
in Probability and in PDE).
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A more general filtering problem

One can generalize the above filtering problem as follows :

Xt = X0 +

∫ t

0
f (s,Xs ,Ys)ds +

∫ t

0
g(s,Xs ,Ys)dVs +

∫ t

0
ḡ(s,Xs ,Ys)dWs ,

Yt =

∫ t

0
h1(s,Ys)ds +

∫ t

0
k(s,Ys)[h2(s,Xs ,Ys)ds + dWs ],

where the matrix k need not be invertible. All coefficients bounded,
appropriate Lipschitz properties.

In this case, the Zakai equation takes the form

πt(ϕ)=π0(ϕ)+

∫ t

0
πs(Asϕ)ds+

m∑
j=1

∫ t

0
πs(B j

sϕ)k+(s,Ys)(dY j
s−h1(s,Ys)ds),

where here B j
s is as above, but with h replaced by h2, and k+ is the

Moore–Penrose pseudo–inverse of k , which satisfies : kk+k = k ,
(k+k)∗ = k+k , k+k is the orthogonal projection on Im(k∗).
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The more general Zakai equation

The new argument. Itô’s formula yields

ϕ (Xt) Z̃t = ϕ (X0) +

∫ t

0
Z̃sAsϕ(Xs)ds +

∫ t

0
Z̃s(∇ϕg)(s,Xs ,Ys) dVs

+

∫ t

0
Z̃s(∇ϕḡ +ϕh>2 )(s,Xs ,Ys) dW̃s .

We decompose∫ t
0 · · · dW̃s =

∫ t
0 · · · k

+k(s,Ys)dW̃s +
∫ t
0 · · · [I − k+k(s,Ys)]dW̃s .

We show that Ẽ(·|Yt) of the second integral on the right vanishes.
Hence the Zakai equation :

πt(ϕ)=π0(ϕ)+

∫ t

0
πs(Asϕ)ds+

m∑
j=1

∫ t

0
πs(B j

sϕ)k+(dYs − h1(s,Ys)ds),

equivalent to above.

For this equation, the above uniqueness argument will not work !
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Z̃s(∇ϕḡ +ϕh>2 )(s,Xs ,Ys) dW̃s .

We decompose∫ t
0 · · · dW̃s =

∫ t
0 · · · k

+k(s,Ys)dW̃s +
∫ t
0 · · · [I − k+k(s,Ys)]dW̃s .
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We show that Ẽ(·|Yt) of the second integral on the right vanishes.
Hence the Zakai equation :

πt(ϕ)=π0(ϕ)+

∫ t

0
πs(Asϕ)ds+

m∑
j=1

∫ t

0
πs(B j

sϕ)k+(dYs − h1(s,Ys)ds),

equivalent to above.

For this equation, the above uniqueness argument will not work !
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Backward SPDE 1

Again, the Zakai equation takes the form

πt(ϕ)=π0(ϕ)+

∫ t

0
πs(Asϕ)ds+

m∑
j=1

∫ t

0
πs(B j

sϕ)dW̃ j
t ,

where Btϕ is the previous one, multiplied on the right by [k+k](t,Yt).

We consider the complex valued BSPDE

dut + (Atut + [B j
tv

j
t + ir jtB

j
tut + ir jt v

j
t ])dt = v jtdW̃

j
t , uT = ϕ .

which is equivalent to the system of real–valued BSPDEs

du1t + (Atu
1
t + [B j

tv
1,j
t − r jtB

j
tu

2
t − r jt v

2,j
t ])dt = v1,jt dW̃ j

t , u
1
T = ϕ;

du2t + (Atu
2
t + [B j

tv
2,j
t + r jtB

j
tu

1
t + r jt v

1,j
t ])dt = v2,jt dW̃ j

t , u
2
T = 0 .
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2
t + [B j

tv
2,j
t + r jtB

j
tu

1
t + r jt v

1,j
t ])dt = v2,jt dW̃ j

t , u
2
T = 0 .
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Backward SPDE 2

Adapting to this system known results for BSPDEs, see Du, Meng ’10 and
Du, Tang, Zhang ’13, we can show that if all our coefficients are bounded,
together with their derivatives up to order n in x , and ϕ is smooth, the
above system of BSPDEs has a solution such that for i = 1, 2, wih ‖ · ‖n
denoting the norm in the Sobolev space Hn,

E

[
sup

0≤t≤T
‖uit‖2n +

∫ T

0
‖v i‖2n−1dt

]
<∞ .
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An ad hoc Itô formula

From the Zakai equation written in weak form, which gives the
semimartingale decomposition of πt(ϕ), we have deduced the
semimartingale decomposition of πt(ut) in case u ∈ C 1,2.

Now we need to develop πt(ut) in case

u(t, x) = u(0, x) +

∫ t

0
Σ(s, x)ds +

∫ t

0
Λj(s, x)dW̃ j

s , 0 ≤ t ≤ T

such that the processes Atut + Σt + B j
tΛj

t and B j
tut + Λj

t are Cb(Rd)
valued.

We have the formula

πt(ut) = π0(u0) +

∫ t

0
πs(Asus + Σs + B j

sΛj
s)ds

+

∫ t

0
πs(B j

sus + Λj
s)dW̃ j

s , 0 ≤ t ≤ T .
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Uniqueness of the Zakai equation using a duality argument
with BSPDEs

We assume that the above assumptions hold for some n > 2 + d/2.
Then we can show that if u is a solution of the above BSPDE, then

dθtπt(ut) = θtπt(B
j
tut + v jt + ir jtut)dW̃

j
t

and provided that E
[
sup0≤t≤T πt(1)2

]
<∞, {θtπt(ut), 0 ≤ t ≤ T}

is a martingale

Then we have

Theorem

If the coefficients a, f and h are of class Cn
b as functions of x for some

n > 2 + d/2, then the Zakai equation has a unique solution in the class of
Yt–adapted measure valued processes satisfying for any T > 0

E

[
sup

0≤t≤T
πt(1)2

]
<∞ .
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HAPPY BIRTHDAY

YING HU !
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